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 AUTONUMLGL  \e Service Summary
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	 This EarlyWatch Alert session detected issues that could potentially affect your system.
Take corrective action as soon as possible.



Alert Overview
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	<A#AEC98F33D9E02D715CCD#>Frequency of successful Oracle database backups is too small.</A>
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	<A#3FB6CB63A3FFE548130D#>Hardware resources may have been exhausted with the risk of performance degradation.</A>
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	<A#1900A93F0AB41393B4EA#>Expensive SQL statements cause load on the database server.</A>
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	<A#DA3957F4F11065FEE409#>Security weaknesses identified in the Gateway or the Message Server configuration.</A>
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	<A#F95E0C1FEC7044B342BA#>Gateway Access Control List (reg_info/sec_info) contains trivial entries</A>


 Based on these findings, it is recommended that you perform the following Guided Self-Services.
	Guided Self Service
	FAQ SAP Note

	SQL Statement Tuning
	1601951

	Security Optimization Service
	1484124


 For more information about Guided Self-Services, see SAP Enterprise Support Academy.
Register for an Expert-Guided Implementation Session for the Guided Self-Service at SAP Enterprise Support Academy - Learning Studio - Calendar.
Check Overview
	Topic Rating
	Topic
	Subtopic Rating
	Subtopic
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	<A#6CC1D9F4514D403160DC#>SAP System Configuration</A>
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	<A#F3C6A585D69F75AC44BB#>Database - Maintenance Phases</A>
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	<A#A213170819FF7E0AF75B#>SAP Kernel Release</A>
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	<A#1092151BE026A3DB5EAE#>Performance Overview</A>
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	<A#34F2A50642139A947362#>Performance Evaluation</A>
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	<A#7E1054FF26874B31CD8F#>Workload Distribution</A>
	
	

	
	
	[image: image13.png]



	<A#B2EC34FA6D1626FA6806#>Workload by Application Module</A>
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	<A#02671C3D55ADEAFA760C#>DB Load Profile</A>
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	<A#FDE3F02EBE8E92750ADE#>SAP System Operating</A>
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	<A#4C7331652E692007B9E5#>Availability based on Collector Protocols</A>
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	<A#2713DD05D657C7E10974#>Program Errors (ABAP Dumps)</A>

	
	
	[image: image18.png]



	<A#B8BE364D656BF06146B0#>Update Errors</A>
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	<A#E6A13D8565DBFAB99A40#>Table Reorganization</A>
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	<A#B8793307C8AF0F79BE55#>Hardware Capacity</A>
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	<A#76A0E6E00EA527BB1C86#>Database Performance</A>
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	<A#1921490E305D38392737#>Missing Indexes</A>
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	<A#9F72E30356A747D4E257#>Database Key Performance Indicators</A>
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	<A#21AB6B6D335E82971035#>Setup of the Temporary Tablespace</A>
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	<A#839345271586F79D38CF#>Database Parameters</A>
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	<A#8CA643F20533F6F7C1D5#>Optimizer Statistics</A>

	[image: image27.png]



	<A#FDEB3F3CD2BED903380F#>Database Administration</A>
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	<A#EF462311869CE713E6BB#>Space Statistics</A>
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	<A#AEC98F33D9E02D715CCD#>Backup Frequency</A>
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	<A#8FE3FE9C81FE90AE0689#>Archive Frequency</A>
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	<A#A5D1DFF6F19AFD6E96C5#>Freespace in Tablespaces</A>
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	<A#629DD62697325A4C6C9C#>brconnect -f check (sapdba -check) schedule</A>
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	<A#18689C4D4803FCC2CE75#>Multibyte Character Sets</A>
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	<A#1900A93F0AB41393B4EA#>Database Server Load From Expensive SQL Statements</A>
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	<A#D3484312D791E1DD5D90#>TRANSACT-SQLORA(02)-CEP: Expensive SQL Statements</A>
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	<A#1900A93F0AB41393B4EA#>Database Server Load</A>
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	<A#B5887AAB3CA0275CD558#>Security</A>
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	<A#8D6BC19BAFCE47A432E5#>Control of the Automatic Login User SAP*</A>
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	<A#36ABFA84AADEDABDF4ED#>Protection of Passwords in Database Connections</A>
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	<A#34450C43D6D2A0578578#>ABAP Password Policy</A>
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	<A#DA3957F4F11065FEE409#>Gateway and Message Server Security</A>
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	<A#A9B4B64C8E1F448CE59D#>Software Change Management</A>
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	Emergency Changes

	
	
	[image: image44.png]



	Failed Changes
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	<A#3A1F09A4D8186C9325CF#>Data Volume Management (DVM)</A>
	
	


 Note: All recommendations in this report are based on our general experience. Test them before using them in your production system. Note that EarlyWatch Alert is an automatic service.

 Note: If you have any questions about the accuracy of the checks in this report or the correct configuration of the SAP Solution Manager EarlyWatch Alert service, create a customer message under component SV-SMG-SER-EWA.


 Note: If you require assistance in resolving any concerns about the performance of the system, or if you require a technical analysis of other aspects of your system as highlighted in this report, create a customer message on component SV-BO. For details of how to set the appropriate priority level, see SAP Note 67739.
Performance Indicators for CEP
 The following table shows the relevant performance indicators in various system areas.
	Area
	Indicators
	Value
	Trend

	System Performance
	Active Users (>400 steps)
	96
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	System Performance
	Avg. Availability per Week
	100 %
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	System Performance
	Avg. Response Time in Dialog Task
	809 ms
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	System Performance
	Max. Dialog Steps per Hour
	4378
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	System Performance
	Avg. Response Time at Peak Dialog Hour
	784 ms
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	System Performance
	Avg. Response Time in RFC Task
	269 ms
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	System Performance
	Max. Number of RFCs per Hour
	8328
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	System Performance
	Avg. RFC Response Time at Peak Hour
	312 ms
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	Hardware Capacity
	Max. CPU Utilization on DB Server
	23 %
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	Hardware Capacity
	Max. CPU Utilization on Appl. Server
	9 %
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	Database Performance
	Avg. DB Request Time in Dialog Task
	420 ms
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	Database Performance
	Avg. DB Request Time for RFC
	52 ms
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	Database Performance
	Avg. DB Request Time in Update Task
	420 ms
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	Database Space Management
	DB Size
	794.67 GB
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	Database Space Management
	DB Growth Last Month
	8.65 GB
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 AUTONUMLGL  \e Landscape
 AUTONUMLGL  \e Products and Components in current Landscape
Product
	System
	SAP Product
	Product Version

	CEP
	SAP ERP ENHANCE PACKAGE
	6.08


Main Instances (ABAP or JAVA based)
	Related System
	Main Instance

	CEP
	SAP ECC Server


Databases
	Related System
	Database System
	Database Version
	DB ID

	CEP
	ORACLE
	12.1.0.2
	CEP


 AUTONUMLGL  \e Servers in current Landscape
SAP Application Servers
	System
	Host
	Instance Name
	Logical Host
	ABAP
	JAVA

	CEP
	lpar22
	cepapp_CEP_03
	cepapp
	X
	

	CEP
	lpar31
	lpar31_CEP_03
	lpar31
	X
	

	CEP
	lpar36
	lpar36_CEP_03
	lpar36
	X
	


DB Servers
	Related System
	Host
	Logical Host (SAPDBHOST)

	CEP
	lpar22
	cepdb


Components
	Related System
	Component
	Host
	Instance Name
	Logical Host

	CEP
	ABAP SCS
	lpar22
	cepascs_CEP_02
	cepascs


 AUTONUMLGL  \e Hardware Configuration
Host Overview
	Host
	Hardware Manufacturer
	Model
	CPU Type
	CPU MHz
	Virtualization
	Operating System
	CPUs
	Cores
	Memory in MB

	lpar22
	IBM
	8284-22A
	POWER8
	4150
	SPLPAR, UNCAPPED
	AIX 7.1
	16
	4
	65536

	lpar31
	IBM
	8284-22A
	POWER8
	4150
	SPLPAR, UNCAPPED
	AIX 7.1
	16
	4
	65536

	lpar36
	IBM
	8284-22A
	POWER8
	4150
	SPLPAR, UNCAPPED
	AIX 7.1
	16
	4
	65536


 AUTONUMLGL  \e Service Data Quality and Service Readiness
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	 Service data of only minor importance is missing for this report. This does not impact the report rating.
The SAP ERP ENHANCE PACKAGE system CEP is not fully prepared for delivery of future remote services.


	Rating
	Check Performed
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	Service Data Quality
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	Service Preparation of CEP


 AUTONUMLGL  \e Service Data Quality
 The service data is collected by the Service Data Control Center (SDCCN) or read from the Solution Manager's BW or Configuration and Change Database (CCDB).
This section comprehensively shows issues with the data quality and provides hints on how to resolve them.
Explanation for 'Priority' Column In Tables Below
	Prio.
	Explanation: Impact of Missing or Erroneous Data
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	Only checks of minor importance are affected.


 AUTONUMLGL  \e Quality of Data in Service Data Control Center (SDCC)
Quality Of Service Data In ST-PI
	Prio.
	Report Area affected
	Details and Related ST-PI Logical Function
	SAP Note
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	System Administration of Server (host) lpar31 and lpar36
	An incorrect name is returned for the SAP dispatcher service, probably due to 'Well Known Services' maintained in /etc/services module TH_SERVER_LIST. ST-PI function: TH_SERVER_LIST 
	2135427


 AUTONUMLGL  \e Service Preparation of CEP
	Rating
	Check Performed
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	Service Data Control Center
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	Hardware Utilization Data


 In preparation for SAP services, ensure that connections, collectors, and service tools are up to date. These functionalities are explained in SAP Notes 91488 and 1172939.
 AUTONUMLGL  \e Hardware Utilization Data
	Host
	Operating System
	Performance Data

	lpar22
	AIX 7.1
	--

	lpar31
	AIX 7.1
	--

	lpar36
	AIX 7.1
	--


 Hardware capacity checks could not be run successfully due to missing data. See SAP Note 1309499.
 AUTONUMLGL  \e Software Configuration for CEP
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	 We have listed recommendations concerning the current  software configuration on your system.


 Your system's software versions are checked. If known issues with the software versions installed are identified, they are highlighted.
 AUTONUMLGL  \e SAP Application Release - Maintenance Phases
	SAP Product Version
	End of Mainstream Maintenance
	Status

	EHP8 FOR SAP ERP 6.0
	31.12.2025
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In October 2014, SAP announced a maintenance extension for SAP Business Suite 7 core application releases to 2025. If you are running a relevant release, see SAP Note 1648480 for more details and applicable restrictions.
 AUTONUMLGL  \e Support Package Maintenance - ABAP
 The following table shows an overview of currently installed software components.
Support Packages
	Software Component
	Version
	Patch Level
	Latest Avail. Patch Level
	Support Package
	Component Description

	DMEE
	601
	0
	2
	
	Expired: End-of-Life for DMEE 601

	EA-DFPS
	618
	6
	10
	SAPK-61806INEADFPS
	EA-Defense Forces & Public Security 618

	EA-FINSERV
	618
	6
	10
	SAPK-61806INEAFINSRV
	SAP R/3 Enterprise Financial Services 618

	EA-GLTRADE
	618
	6
	10
	SAPK-61806INEAGLTRAD
	SAP R/3 Enterprise Global Trade 618

	EA-HR
	608
	39
	52
	SAPK-60839INEAHR
	SAP R/3 Enterprise Human Resource & Travel Extension 608

	EA-IPPE
	618
	1
	3
	SAPK-61801INEAIPPE
	SAP Integrated Product and Process Engineering 618

	EA-PS
	618
	6
	10
	SAPK-61806INEAPS
	SAP R/3 Enterprise Public Services 618

	EA-RETAIL
	618
	6
	10
	SAPK-61806INEARETAIL
	SAP R/3 Enterprise Retail 618

	ECC-DIMP
	618
	6
	10
	SAPK-61806INECCDIMP
	ECC Discrete Industries Mill Products 618

	ECC-SE
	605
	15
	17
	SAPK-60515INECCSE
	ESA FAST TRACK (ECC-SE) 605 -

	ERECRUIT
	617
	11
	14
	SAPK-61711INERECRUIT
	HCM E-Recruiting 617

	FI-CA
	618
	6
	10
	SAPK-61806INFICA
	FI-CA, Contract Accounts Receivable and Payable (virtuell) 618

	FI-CAX
	618
	6
	10
	SAPK-61806INFICAX
	FI-CAX: Extended FI-CA 618

	FINBASIS
	748
	6
	10
	SAPK-74806INFINBASIS
	FINBASIS 748

	FSCM_CCD
	618
	6
	10
	SAPK-61806INFSCMCCD
	Fscm Ccd 618

	INSURANCE
	618
	6
	10
	SAPK-61806ININSURANC
	INSURANCE 618

	IS-CWM
	618
	6
	10
	SAPK-61806INISCWM
	IS-CWM Catch Weight Management 618

	IS-H
	618
	9
	13
	SAPK-61809INISH
	IS-Hospital 618

	IS-M
	618
	6
	10
	SAPK-61806INISM
	Media 618

	IS-OIL
	618
	6
	10
	SAPK-61806INISOIL
	SAP for Oil & Gas 618

	IS-PRA
	618
	6
	10
	SAPK-61806INISPRA
	IS-PRA 618

	IS-PS-CA
	618
	6
	10
	SAPK-61806INISPSCA
	IS-Public Sector Contract Accounting 618

	IS-UT
	618
	6
	10
	SAPK-61806INISUT
	IS-UT 618

	LSOFE
	617
	10
	13
	SAPK-61710INLSOFE
	Learning Solution - Front End 617

	MDG_APPL
	619
	7
	11
	SAPK-61907INMDGAPPL
	MDG Applications 619

	MDG_FND
	749
	7
	11
	SAPK-74907INMDGFND
	MDG Foundation 749

	MDG_MDC
	100
	7
	11
	SAPK-10007INMDGMDC
	Master Data Consolidation 1.0

	MDG_UX
	619
	7
	11
	SAPK-61907INMDGUX
	MDG Additional User Interface 619

	PLMWUI
	748
	6
	10
	SAPK-74806INPLMWUI
	PLM WUI 748

	SAP_ABA
	750
	7
	11
	SAPK-75007INSAPABA
	SAP Anwendungsbasis 7.50

	SAP_AP
	750
	4
	8
	SAPK-75004INSAPAP
	SAP Application Platform 750

	SAP_APPL
	618
	6
	10
	SAPK-61806INSAPAPPL
	SAP APPL 6.18

	SAP_BASIS
	750
	7
	11
	SAPK-75007INSAPBASIS
	SAP Basis Component 7.50

	SAP_BS_FND
	748
	6
	10
	SAPK-74806INSAPBSFND
	SAP Business Suite Foundation 748

	SAP_BW
	750
	7
	11
	SAPK-75007INSAPBW
	SAP Business Warehouse 7.50

	SAP_FIN
	618
	6
	10
	SAPK-61806INSAPFIN
	Financials

	SAP_GWFND
	750
	8
	11
	SAPK-75008INSAPGWFND
	SAP NetWeaver Gateway Foundation 7.50

	SAP_HR
	608
	39
	52
	SAPKE60839
	SAP HR 6.08

	SAP_UI
	750
	8
	11
	SAPK-75008INSAPUI
	User Interface Technology 7.50

	SEM-BW
	748
	6
	10
	SAPK-74806INSEMBW
	SAP SEM 748

	ST-A/PI
	01Q_700
	2
	2
	SAPKITAB7L
	ST-A/PI 01Q_700

	ST-PI
	740
	6
	7
	ST-PI=====740
	Solution Tools Plugin 740

	WEBCUIF
	748
	6
	10
	SAPK-74806INWEBCUIF
	SAP Web UIF 748


 AUTONUMLGL  \e Database - Maintenance Phases
	Database Version
	End of Standard Vendor Support*
	End of Extended Vendor Support*
	Status
	SAP Note

	Oracle Database 12g Release 1
	31.07.2018
	31.07.2021
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	1174136


 * Maintenance phases and duration for the DB version are defined by the vendor. Naming of the phases and required additional support contracts differ depending on the vendor. Support can be restricted to specific patch levels by the vendor or by SAP. Check in the referenced SAP Note(s) whether your SAP system requires a specific patch release to guarantee support for your database version.
The support status you receive in this report regarding your Oracle database version takes only the major release support dates into account and not whether the individual patch set level is outdated in terms of Oracle patch support. For this reason, verify in the corresponding patch set SAP Note whether the patch set you are currently using is still in the Oracle patch provisioning mode.

For more information, see the "Oracle Release" section of the "Database" section.

 Recommendation: Standard vendor support for your database version has already ended / will end in the near future. Consider ordering extended vendor support from your database vendor or upgrading to a higher database version.
 AUTONUMLGL  \e Operating System(s) - Maintenance Phases
	Host
	Operating System
	End of Standard Vendor Support*
	Comment
	Status
	SAP Note

	3 Hosts
	AIX 7.1
	
	Not Yet Defined by Vendor
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	1179765


 * Maintenance phases and duration for the OS version are defined by the vendor. Naming of the phases and required additional support contracts differ depending on the vendor. Support can be restricted to specific patch levels by the vendor or by SAP. Check in the referenced SAP Note(s) whether your SAP system requires a specific patch release to guarantee support for your operating system version.


 AUTONUMLGL  \e SAP Kernel Release
 The following table lists all information about your SAP kernel(s) currently in use.
	Instance(s)
	SAP Kernel Release
	Patch Level
	Age in Months
	OS Family

	3 instances
	749
	301
	8
	AIX


 AUTONUMLGL  \e Kernel out of date
 Your current SAP kernel release is probably not up to date.

 Recommendation: Make sure that you are using the recommended SAP kernel together with the latest Support Package stack for your product.

 AUTONUMLGL  \e Additional Remarks
 SAP releases Support Package stacks (including SAP kernel patches) on a regular basis for most products (generally 2–4 times a year). We recommend that you base your software maintenance strategy on these stacks.

You should only consider using a more recent SAP kernel patch than that shipped with the latest Support Package Stack for your product if specific errors occur.

For more information, see SAP Service Marketplace at https://support.sap.com/software/patches/stacks.html (SAP Support Package Stack information) and https://launchpad.support.sap.com/#/softwarecenter/support/index (Support Packages & patch information).
For each patch there is an SAP Note in which all known regressions for this level are listed. Find it using the keyword KRNL749PL301 in the SAP Note search. For detailed information, see SAP Note 1802333 - Finding information about regressions in the SAP kernel.
 AUTONUMLGL  \e Hardware Capacity
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	 We have checked your solution for potential CPU or memory bottlenecks and found that the hardware resources may have been exhausted. An increase in the workload may have a negative impact on performance.
No CPU virtualization data is available for at least one IBM PowerVM shared pool LPAR (SPLPAR).
Recommendation: For more information about how to provide the data required for SAP Services, see SAP Note 1309499.



 Note: Hardware capacity evaluation is based on hosts for which data is at least partially available.
 AUTONUMLGL  \e Overview System CEP
 General
This analysis focuses on the workload during the peak working hours (9-11, 13) and is based on the hourly averages collected by SAPOSCOL. For information about the definition of peak working hours, see SAP Note 1251291.

CPU
If the average CPU load exceeds 75%, temporary CPU bottlenecks are likely to occur. An average CPU load of more than 90% is a strong indicator of a CPU bottleneck.

Memory
If your hardware cannot handle the maximum memory consumption, this causes a memory bottleneck in your SAP system that can impair performance.  The paging rating depends on the ratio of paging activity to physical memory. A ratio exceeding 25% indicates high memory usage (if Java has been detected 0%) and values above 50% (Java 10%) demonstrate a main memory bottleneck.
	Server
	Max. CPU load [%]
	Date
	Rating
	RAM [MB]
	Max. Paging [% of RAM]
	Date
	Rating
	Analysis Start
	Analysis End

	lpar36
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	65536
	0
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	26.03.2018
	01.04.2018

	lpar31
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	65536
	0
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	26.03.2018
	01.04.2018

	lpar22
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	65536
	0
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	26.03.2018
	01.04.2018


 Note: For virtualization or IaaS scenarios (for example, IBM PowerVM, VMware, Amazon AWS, ...) it is possible that the CPU rating for some hosts is YELLOW or RED, even though the utilization value is quite low. In this case, the relevant host could not use maximum usable capacity due to a resource shortage within the virtualized infrastructure (for example, IBM PowerVM: Shared Pool CPU utilization).

 AUTONUMLGL  \e Business Key Figures
 System errors or business exceptions can be a reason for open, overdue, or unprocessed business documents or long-lasting processes. SAP Business Process Analysis, Stabilization and Improvement offerings focus on helping you to find these documents (as it may directly or indirectly negatively impact business).
This section provides an example of indicators, and its findings are a basis of further SAP offerings. In the example below, the backlog of business documents is compared to daily or weekly throughput or set in relation to absolute threshold numbers.
It provides business information to discuss possible technical or core business improvement process potential.
SAP tools and methods can help to monitor and analyze business processes in more detail.
Find more information, see here.

NOTE: Overdue or exceptional business documents are often caused by system errors, such as user handling issues, configuration or master data issues, or open documents on inactive organizational units or document types that can be included in the measurements. These documents are rarely processed further by the business departments and often do not have a direct impact on customer satisfaction, revenue stream, or working capital. Nevertheless, these documents can have negative impacts on other areas such as supply chain planning accuracy, performance (of other transactions, reports, or processes), and reporting quality.

For more information about this section, see here. See "Which optional content can be activated in SAP EarlyWatch Alert?".

	Rating
	Step
	Description
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	CONFIGURATION IN SAP EWA MANAGEMENT
	SYSTEM IS NOT ACTIVE FOR SPECIAL CONTENT (SEE SAP NOTE 1257308).
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	DATA COLLECTION IN MANAGED SYSTEM
	NO DATA HAS BEEN TRANSFERED FROM MANAGED SYSTEM.
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	KEY FIGURES SHOWN IN SESSION
	NO KEY FIGURE WAS YET PROCESSED.


 AUTONUMLGL  \e SAP Business Process Analytics
 With SAP Business Process Analytics in SAP Solution Manager, you can continuously analyze the above key figures and more than 750 additional out-of-the-box key figures for continuous improvement potential in your SAP business processes.

With SAP Business Process Analytics, you can perform the following functions:
(1) Internal business process benchmarking (across organizational units, document types, customers, materials, and so on) for a number of exceptional business documents and/or for the cumulated monetary value of these documents.
(2) Age analysis to measure how many open documents you have from the previous years or months.
(3) Trend analysis for these business documents over a certain time period.
(4) Create a detailed list for all of these exceptional business documents in the managed system, enabling a root cause analysis to find reasons why these documents are open, overdue, or erroneous.

SAP Business Process Analytics can help you to achieve the following main goals:
- Gain global transparency of business-relevant exceptions to control template adherence
- Improve process efficiency and reduce process costs by reducing system issues and eliminating waste (for example, user handling, configuration issues, and master data issues)
- Improve working capital (increase revenue, reduce liabilities and inventory levels)
- Ensure process compliance (support internal auditing)
- Improve supply chain planning (better planning results and fewer planning exceptions)
- Improve closing (fewer exceptions and less postprocessing during period-end closing)

SAP also provides business process improvement methodology to help you identify and analyze improvement potential within your business processes using Business Process Analytics in SAP Solution Manager and visualize it for your senior management.

For more information, navigate to the following link: here.

In general, SAP Active Global Support provides several self-assessments or guided services to encourage customers to benefit from an SAP Business Process Stabilization and/or Business Process Improvement project.

 AUTONUMLGL  \e Workload of System CEP
 This chart displays the main task types and indicates how their workload is distributed in the system. The table below lists the detailed KPIs.
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Response Time Components In Hours
	Task Type
	Response Time
	Wait Time
	CPU Time
	DB Time
	GUI Time

	BATCH
	181,1
	0,1
	38,6
	73,5
	0,0

	DIALOG
	37,9
	0,0
	3,3
	19,7
	7,7

	RFC
	30,5
	2,6
	1,6
	5,3
	0,0

	UPDATE
	10,1
	0,0
	0,4
	8,5
	0,0

	Others
	0,9
	0,0
	0,0
	0,1
	0,0


 AUTONUMLGL  \e Workload By Users

User activity is measured in the workload monitor. Only users of at least medium activity are counted as 'active users'.
	Users
	Low Activity
	Medium Activity
	High Activity
	Total Users

	dialog steps per week
	1 to 399
	400 to 4799
	4800 or more
	

	measured in system
	124
	82
	14
	220


 AUTONUMLGL  \e Workload Distribution CEP

The performance of your system was analyzed with respect to the workload distribution. We did not detect any major problems that could affect the performance of your SAP system.
 AUTONUMLGL  \e Workload by Application Module
 The following diagrams show how each application module contributes to the total system workload. Two workload aspects are shown:
- CPU time: total CPU load on all servers in the system landscape
- Database time: total database load generated by the application
All programs that are not classified in the SAP Application Hierarchy (transaction SE81) are summarized in the "Un-Assigned" category. Customer programs, industry solutions, and third-party add-on developments fall into this category.
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 AUTONUMLGL  \e DB Load Profile
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	The number of work processes creating database load in parallel is not significantly high.


 The following diagram shows the DB load caused by dialog, RFC, HTTP(S), and background tasks, over different time frames.
The data provided in the diagram represents the average number of database processes occupied by each task type in the database during the specified time frames.
These statistics are calculated as a weekly average, the average values over six working days with a unit of one hour. Periods between 00:00-06:00 and 21:00-24:00 contain an average value per hour, as these are not core business hours.
You can enable 24-hour monitoring by implementing SAP Note 910897. With 24-hour monitoring, the time profile returns the workload of the system or application server on an hourly basis rather than returning an average value per hour for the periods 00:00–06:00 and 21:00–24:00.
By comparing the load profiles for dialog and background activity, you can get an overview of the volume of background activity during online working hours.
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 AUTONUMLGL  \e Performance Overview CEP
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	The performance of your system was analyzed with respect to the average response times and total workload. We did not detect any major problems that could affect the performance of your system.


	Rating
	Check
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	Performance Evaluation


 The following table shows the average response times for various task types:
Averages of Response Time Components in ms
	Task type
	Dialog Steps
	Response Time
	CPU Time
	Wait Time
	Load Time
	DB Time
	GUI Time

	DIALOG
	168745
	808,7
	69,8
	0,1
	2,0
	419,6
	164,7

	RFC
	364524
	300,7
	15,5
	25,6
	2,4
	52,2
	0,0

	UPDATE
	71649
	495,6
	18,2
	1,8
	2,9
	420,0
	0,0

	UPDATE2
	51220
	17,3
	3,3
	1,1
	1,1
	7,2
	0,0

	BATCH
	148440
	4.393,1
	936,1
	1,6
	3,9
	1.783,4
	0,0

	SPOOL
	32756
	72,9
	2,0
	2,5
	0,3
	6,9
	0,0

	HTTP
	12
	335,7
	20,0
	38,0
	5,8
	212,3
	0,0

	WS-HTTP
	5871
	169,6
	12,9
	14,8
	6,0
	12,6
	0,0


 52% of the total response time is database time. If the dialog response time lies outside the acceptable boundaries and you are unhappy with overall system performance, investigate the reason for the high database times.
 AUTONUMLGL  \e Performance Evaluation
 The measured times are compared against reference times to provide a rating.
- If the number of dialog steps in an hour is less than 1000, this hour is not considered.
- If the total number of transaction steps is less than 20000, the rating for the task is not performed (indicated by a gray icon in the table).
- RED if at least three time ranges are rated RED.
- YELLOW if two time ranges are rated RED or at least three time ranges are rated YELLOW.
The table below shows that no problem is expected on the application or database servers.
	Task
	Steps
	Application Server Performance
	Database Server Performance

	Dia
	168456
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	Upd
	71649
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	HTTP
	12
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	HTTPS
	0
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	Rating
	Task Type
	Time
	Dialog Steps
	Response Time
	CPU Time
	DB Time
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	Dia
	11-12
	16.396,0
	1.121,0
	106,0
	657,0
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	Upd
	11-12
	5.175,0
	1.595,0
	39,0
	1.404,0


 The ratings in the table above are determined by comparisons against the reference table below.
If the dialog response times are very poor, it will cause a RED rating for the entire check.


	Task
	Reference for Avg. Response Time (ms) Yellow Rating
	Reference for Avg. Response Time (ms) Red Rating
	Reference for Avg. DB time (ms) Yellow Rating
	Reference for Avg. DB time (ms) Red Rating

	Dia
	1200
	3600
	600
	1800

	Upd
	2400
	3600
	1200
	1800

	HTTP
	1200
	3600
	600
	1800

	HTTPS
	1200
	3600
	600
	1800


 AUTONUMLGL  \e Transaction Profile Check
 The following tables show the response times and the number of dialog steps for the transactions that cause the heaviest workload in your system.

 AUTONUMLGL  \e Transactions by Total Workload
 The following tables list the activities with the highest contribution to the total workload.
Workload by Transaction (Dialog/HTTP(S)/WS-HTTP )
	Transaction
	Type
	Dialog Steps
	Total Resp. Time in %
	Avg. Resp. Time in ms
	Avg. CPU Time in ms
	Avg. DB Time in ms
	Avg. GUI Time in ms

	BD87
	DIA
	1641
	4,0
	20.353,7
	463,1
	17.204,4
	248,8

	QE51N
	DIA
	15276
	2,0
	1.075,1
	39,1
	62,7
	324,0

	/FIS/MONOCRN
	DIA
	14610
	1,2
	696,3
	141,7
	287,4
	97,9

	/FIS/MONIDETA
	DIA
	20163
	1,1
	435,1
	44,8
	105,5
	153,1

	ZMB51
	DIA
	3371
	0,9
	2.099,7
	76,1
	1.845,5
	131,4

	ZVF04
	DIA
	3554
	0,6
	1.413,2
	127,6
	542,5
	217,0

	FAGLL03
	DIA
	1557
	0,4
	2.255,8
	51,5
	2.150,4
	22,0

	IW38
	DIA
	1455
	0,4
	2.388,8
	256,2
	1.011,2
	992,4

	SESSION_MANAGER
	DIA
	8160
	0,4
	396,3
	20,1
	40,7
	320,6

	VF03
	DIA
	905
	0,4
	3.469,5
	45,4
	3.224,1
	37,2


 1.5% of the total response time in the above table is caused by customer transactions.
Workload by Transaction (Batch)
	Transaction
	Dialog Steps
	Total Resp. Time in %
	Total Resp. Time in s
	Total CPU Time in s
	Total DB Time in s

	RBDAPP01
	6108
	19,2
	159.175,0
	838,0
	153.984,9

	ZISS_EXP_OPTA
	176
	17,1
	141.118,0
	77.851,0
	7.529,5

	ZMIS_MAIN_EXPORT
	7
	12,6
	104.585,0
	29.456,0
	59.597,5

	ZMMBLOKOVANI
	168
	11,7
	96.447,0
	25,0
	42,2

	ZSD_F_32_ZALOHY
	1197
	4,3
	35.477,0
	42,0
	207,8

	RIPMCO00
	168
	3,2
	26.479,0
	8.606,0
	13.875,8

	ZITL_SEND_SIGNED_PDF
	2016
	3,1
	25.407,0
	7.629,0
	4.454,4

	Z_ULOZIT_DATA_ST03
	7
	2,1
	17.262,0
	9.554,0
	465,0

	RBDMANI2
	2191
	0,9
	7.388,0
	35,0
	7.283,2

	ZMIS_MAIN_EXP_NOON
	7
	0,9
	7.319,0
	2.326,0
	3.784,2


 51.8% of the total response time in the above table is caused by customer transactions.
If response times are outside acceptable boundaries and you are unhappy with the performance of a transaction, contact your in-house developers about possible optimization potential and open a message under component SV-BO if required.
Workload by Web Services
	Service
	Calls
	Total Resp. Time in %
	Avg. Resp. Time in ms
	Avg. CPU Time in ms
	Avg. DB Time in ms
	Type

	Total
	5883
	100,0
	169,5
	12,9
	12,7
	

	/FISXEE/WS_INT_COMMUNICATION
	5871
	99,9
	169,6
	12,9
	12,6
	synchronous

	ZPXYII_ZMMAUTOMAT_IN_MI
	12
	0,1
	109,5
	24,2
	60,4
	asynchronous


 AUTONUMLGL  \e Transactions by DB Load
 The following transaction profiles list the transactions that have the greatest share in the database load, sorted by percentage of total database access times.
Database Load by Transactions (Dialog/HTTP(S) )
	Transaction
	Type
	Dialog Steps
	Total DB Time in %
	Avg. DB Time in ms

	BD87
	DIA
	1641
	7,7
	17.204,4

	ZMB51
	DIA
	3371
	1,7
	1.845,5

	/FIS/MONOCRN
	DIA
	14610
	1,1
	287,4

	FAGLL03
	DIA
	1557
	0,9
	2.150,4

	VF03
	DIA
	905
	0,8
	3.224,1

	/FIS/MONIDETA
	DIA
	20163
	0,6
	105,5

	ZMB5BTS
	DIA
	54
	0,5
	36.009,1

	ZVF04
	DIA
	3554
	0,5
	542,5

	S_ALR_87012357
	DIA
	30
	0,5
	56.240,5

	IW38
	DIA
	1455
	0,4
	1.011,2


 2.7% of the total database time in the above table is caused by customer transactions.
Database Load by Transactions (Batch)
	Transaction
	Dialog Steps
	Total DB Time in %
	Total DB Time in s

	RBDAPP01
	6108
	42,1
	153.985,0

	ZMIS_MAIN_EXPORT
	7
	16,3
	59.597,0

	RIPMCO00
	168
	3,8
	13.876,0

	ZISS_EXP_OPTA
	176
	2,1
	7.529,0

	RBDMANI2
	2191
	2,0
	7.283,0

	ZITL_SEND_SIGNED_PDF
	2016
	1,2
	4.454,0

	ZMIS_MAIN_EXP_NOON
	7
	1,0
	3.784,0

	ZBC_MAIL_NOTICE
	2016
	0,5
	1.980,0

	(BATCH)
	67389
	0,4
	1.570,0

	Z_IDOC_CHECK
	7
	0,4
	1.361,0


 21.5% of the total database time in the above table is caused by customer transactions.
 AUTONUMLGL  \e RFC Load by Initiating Action
 The load in task type RFC is shown. In the workload monitor, this information is shown as 'Load from External Systems'. The calling system can be an application server of the system itself or any external system using the RFC interface. The 'Initial Action' is the calling program initiating the RFC. The total response time for each initial action is shown as an absolute value and as a percentage compared to the total RFC load considered in this table. The average times (per dialog step) are shown in milliseconds [ms].
Calls from external systems are shown if they account for at least 8h or 5% of the total RFC load. Local calls are shown if they account for at least 24h or 20% of the total RFC load.
Load Overview
	Initial System
	Load [s]
	Load %

	Local system CEP
	59.593
	97,39

	Sum of external systems
	1.599
	2,61

	RFC load (sum of above)
	61.193
	100,00

	RFC load in Performance Overview
	109.613
	179,13

	Load of all task types in Performance Overview
	980.051
	1.601,58


Top 20 RFC Calls From Local System - Average Times [ms]
	Initial System
	Initial Action
	Total Resp. Time in s
	% of RFC Load
	Avg. Response Time
	Avg. CPU Time
	Avg. DB Time
	Avg. Roll Wait Time

	CEP
	POHYBY SAP->CDBČ
	31.975
	52,25
	191,8
	5,0
	11,2
	38,7

	CEP
	QE51N
	12.033
	19,66
	3.649,6
	8,7
	22,3
	0,8

	CEP
	IDOC_INPUT_ALEAUD
	5.039
	8,24
	201,4
	9,3
	15,9
	55,0

	CEP
	SAP_COLLECTOR_PERFMON_SWNCCOLL
	2.821
	4,61
	397,9
	129,6
	163,5
	0,1

	CEP
	/BDL/TASK_PROCESSOR
	2.662
	4,35
	40.327,5
	14,1
	90,9
	7,7

	CEP
	BD87
	1.715
	2,80
	90,5
	12,3
	18,9
	1,4

	CEP
	ZSDBILLDL
	646
	1,06
	123,0
	7,9
	11,7
	0,5

	CEP
	CDBC_CISELNIKY
	462
	0,75
	267,3
	6,8
	38,6
	16,5

	CEP
	/FIS/MONOCRN
	444
	0,73
	163,7
	7,4
	14,9
	0,7

	CEP
	ZFISEDC_5MIN
	256
	0,42
	337,9
	5,3
	8,7
	108,6

	CEP
	SAP_COLLECTOR_PERFMON_RSAMON40
	255
	0,42
	505,0
	2,1
	1,7
	0,1

	CEP
	/FIS/MON_MAIN_N
	219
	0,36
	163,2
	7,2
	15,6
	0,6

	CEP
	ZMMFSZ
	142
	0,23
	125,3
	7,0
	13,9
	1,8

	CEP
	CDBC_KMENOVA_DATA
	120
	0,20
	506,7
	6,1
	29,4
	156,6

	CEP
	ME21N
	81
	0,13
	108,0
	7,3
	11,1
	0,8

	CEP
	ZVF04
	70
	0,11
	124,8
	8,6
	11,7
	0,2

	CEP
	ZQ02
	57
	0,09
	197,6
	11,0
	52,1
	4,1

	CEP
	VF01
	48
	0,08
	116,2
	8,1
	11,5
	0,2

	CEP
	SBWP
	44
	0,07
	3.378,5
	20,8
	1.550,8
	0,0

	CEP
	RBDMANI2_ALEAUD
	42
	0,07
	56,5
	9,9
	8,9
	0,2


 AUTONUMLGL  \e SAP System Operating CEP
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	 Your system was analyzed with respect to daily operation problems. We did not detect any major problems that could affect the operation of your SAP System.


 AUTONUMLGL  \e Availability based on Collector Protocols
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 A value of 100% means that the collector was available all day. "Available" in the context of this report means that at least one SAP instance was running. If the SAP collector was not running correctly, the values in the table and graphics may be incorrect.
To check these logs, call transaction ST03N (expert mode) and choose "Collector and Performance DB -> Performance Monitor Collector -> Log".

 This check is based on the logs for job COLLECTOR_FOR_PERFORMANCEMONITOR that runs every hour.
The job does NOT check availability; it carries out only general system tasks such as collecting and aggregating SAP performance data for all servers/instances. The log does not contain any direct information about availability; it contains only information about the status of the hourly statistical data collection.

As of SAP Basis 6.40, system availability information is available in the CCMS (Computing Center Management System) of an SAP System, in Service Level Reporting of SAP Solution Manager.

This function is provided by the relevant Solution Manager Support Packages as an advanced development. For more information, refer to SAP Note 944496, which also lists the prerequisites that must be fulfilled before implementation can take place."

 AUTONUMLGL  \e Update Errors
In a system running under normal conditions, only a small number of update errors should occur. To set the rating for this check, the number of active users is also taken into consideration.
 We did not detect any problems.
 AUTONUMLGL  \e Table Reorganization
 The largest tables and/or rapidly growing tables of system CEP were checked. No standard SAP recommendations for the applicable data volume management were found.
 AUTONUMLGL  \e Program Errors (ABAP Dumps)
 2 ABAP dumps have been recorded in your system in the period 03.04.2018 to 05.04.2018. ABAP dumps are generally deleted after 7 days by default. To view the ABAP dumps in your system, call transaction ST22 and choose Selection. Then select a timeframe.
	Date
	Number of Dumps

	03.04.2018
	1

	04.04.2018
	0

	05.04.2018
	1


	Name of Runtime Error
	Dumps
	Server (e.g.)
	User (e.g.)
	Date (e.g.)
	Time (e.g.)

	CONVT_NO_NUMBER
	1
	lpar36_CEP_03
	HERBENZ
	03.04.2018
	08:18:04

	SYNTAX_ERROR
	1
	cepapp_CEP_03
	CEPRO_DIAL
	05.04.2018
	21:14:11


 It is important that you monitor ABAP dumps using transaction ST22 on a regular basis. If ABAP dumps occur, you should determine the cause as soon as possible.
Based on our analysis, we expect no serious problems at the moment.

 AUTONUMLGL  \e Security
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	 Critical security issues were found in your system.
See the information in the following sections.


	Rating
	Check
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	Control of the Automatic Login User SAP*
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	Protection of Passwords in Database Connections
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	ABAP Password Policy
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	Gateway and Message Server Security


 AUTONUMLGL  \e ABAP Stack of CEP
 AUTONUMLGL  \e ABAP Password Policy
 If password login is allowed for specific instances only, the password policy is checked only for these instances.
 AUTONUMLGL  \e Gateway and Message Server Security
 AUTONUMLGL  \e Gateway Security
Gateway Access Control Lists
Parameters: gw/sec_info gw/reg_info
	Rating
	Instance
	Error Condition

	[image: image106.png]



	All instances
	gw/reg_info and gw/sec_info are defined


reg_info
	Rating
	Instance
	Error Condition
	File does not exist (default)
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	lpar36_CEP_03
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	lpar31_CEP_03
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	cepapp_CEP_03
	P TP=* 
	


sec_info
	Rating
	Instance
	Error Condition
	File does not exist (default)
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	lpar36_CEP_03
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	lpar31_CEP_03
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	cepapp_CEP_03
	
	


 Recommendation: The profile parameters gw/sec_info and gw/reg_info provide the file names of the corresponding access control lists. These access control lists are critical to controlling RFC access to your system, including connections to RFC servers. You should create and maintain both access control lists, which you can do using transaction SMGW. For more information, see "Configuring[http://help.sap.com/saphelp_nw74/helpdata/en/48/b2096b7895307be10000000a42189b/content.htm["Configuring Connections between SAP Gateway and External Programs Securely"] on SAP Help Portal and the SAP Gateway wiki on the SAP Community Network.

 AUTONUMLGL  \e Software Change and Transport Management of CEP
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	 No critical software change management issues were found in your system.


 AUTONUMLGL  \e SAP Netweaver Application Server ABAP of CEP
	Rating
	Check Performed
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	Emergency Changes
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	Failed Changes


 AUTONUMLGL  \e Number of Transport Requests
 The following diagram contains information about the number of transport requests per day that were imported into the SAP system in the last week.
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	Date
	Workbench and Relocation Requests
	Customizing Requests
	Transport of Copies

	26.03.2018
	0
	1
	0


 AUTONUMLGL  \e Number of Transported Objects
 The following diagram contains information about the number of objects per day that was imported into the SAP system in the last week.
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	Date
	Objects in Workbench and Relocation Requests
	Objects in Customizing Requests
	Objects in Transport of Copies

	26.03.2018
	0
	2
	0


 AUTONUMLGL  \e Emergency Changes
 We analyzed the number of emergency changes in system CEP in the last week.
	Rating
	Item
	Value
	Explanation
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	Transport requests created in production
	0
	Number of transport requests; created or released in production.
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	Transport requests with short transition time
	0
	The duration between the export from the development system and the import into the production system was shorter than one day.
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	Total number of transport requests
	1
	Total number of transport requests in production.


 AUTONUMLGL  \e Failed Changes
 In this check, we analyzed the number of failed changes in system CEP during the last week.
	Rating
	Item
	Value
	Explanation
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	Transport requests with import errors
	0
	Number of transport requests with import errors that were not resolved within one hour.
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	Overtakers and bypassed transport requests
	0
	If an old object version overwrites a newer one we count this as a transport sequence error. We count both the overtaker transport and the bypassed transport. Each transport is only counted once.
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	Total number of transport requests
	1
	Total number of transport requests that were imported or released in production within the last week.


 AUTONUMLGL  \e Database Performance
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	 We have detected some problems with the settings of the database.  These settings may affect performance.



	Rating
	Check
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	Missing Indexes
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	Database Key Performance Indicators

	[image: image127.png]



	Setup of the Temporary Tablespace
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	Database Parameters
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	Optimizer Statistics


 AUTONUMLGL  \e Load per User
 The following table provides an overview of the load caused by different database users. The data in the table is based on samples of session activity in the system over the past seven days.
Load per User
	User Name
	Load (%)

	OPS$CEPADM
	0

	OPS$ORACEP
	0

	SAPSR3
	100


 AUTONUMLGL  \e I/O performance reported by Oracle statistics
Important I/O Performance Counters
	Performance-Indicators
	Description
	Observed-Value
	Reference-Value

	db file sequential read
	Indicates the average time in ms a session is waiting for a read request from disk to complete.
	1
	<=15

	log file sync
	Indicates the average time in ms a session is waiting for a Commit (or a Rollback).
	2
	<=15


Oracle stores wait situations that have occurred since the last database startup in the Dynamic Performance View V$SYSTEM_EVENT. The I/O related events that have the most influence on the performance of your system are listed in the table above, together with threshold values derived from our experience.
 AUTONUMLGL  \e Performance History
 This section shows where DB time has been spent in the past. This helps to compare DB load at different times and is a basis for target-oriented tuning. By having information on the most time-consuming areas in the database, these areas can be tuned carefully to maximize DB time savings. Depending on where DB time is mainly spent, different tuning activities will need to be performed. Further information on wait events and possible follow-up actions for specific wait events can be found in SAP Note 619188.

 The following diagram shows where DB time was spent during the past 7 days.
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 The following diagram shows the distribution of the DB time per hour for the past 7 days.
[image: image131.png]DB Time Distribution by Event by Time (last 7 days)
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 IO-related wait events usually take up the most DB time. Details for those wait events are shown in the following diagrams.

A higher than usual total time for a wait event can be due to more waits, an increase in the average wait time, or both. To reduce the absolute time spent on a wait event, either the number of waits or the average time per wait needs to be reduced. The direction to go can be found by correlating the total time spent for the event per hour with the averages and waits.
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[image: image134.png]Waits - db file sequential read (last 7 days)
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 A significant part of the DB time is usually spent reading data from the data files (db file sequential read, db file scattered read) and processing data that already exists in the memory (CPU). The top objects with respect to physical and logical reads are therefore listed in the following diagrams. Statements on these objects usually offer the greatest potential for reducing IO or CPU time. CPU time is also spent on activities other than data access in the main memory (SAP Note 712624), but data access is usually the dominant part.
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 Further segment statistics are listed in the following diagrams for information purposes. They do not need to be directly related to a wait event, but can indicate why specific wait events are having a significant impact.

 Example: If considerable DB time is spent on "enq: TX – row lock contention", this can have two reasons: a large number of waits or long-running waits. Statements on segments with a large number of waits are a potential root cause. The segments with a large number of waits are therefore listed here. Segments with few, but long-running waits can also be a root cause but there are no segment statistics for the duration of the waits. Segments with the most waits can potentially, but do not have to be the root cause.
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 The following section lists performance indicators, for information purposes. When the database time history is being analyzed, these performance indicators can help to pinpoint potential reasons for an increase in the database time. In other words, they support the time-driven analysis.
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 AUTONUMLGL  \e Database Parameters for CEP
 This section lists parameter alterations to be made on the Oracle database. The recommendations are based mainly on SAP Note 1888485.

Parameters that can have multiple values such as "_fix_control" or "event" can appear several times in the tables below. Set these parameters in one step, as described in SAP Note 1289199; SAP Note 1888485 also contains links to information on different parameters.
 AUTONUMLGL  \e Database Parameters
 The following parameters are currently not set. They need to be added with the recommended value.

Parameters to be added
	Parameter
	Recommended Value

	_bug12963364_spacebg_sync_segblocks
	TRUE

	_fix_control
	10038517:OFF

	_fix_control
	20107874:OFF

	_fix_control
	20355502:8

	_fix_control
	22540411:ON

	_fix_control
	7324224:OFF

	_log_segment_dump_parameter
	FALSE

	_log_segment_dump_patch
	FALSE

	_optimizer_reduce_groupby_key
	FALSE

	_rowsets_enabled
	FALSE

	db_files
	>=61

	event
	60025

	optimizer_adaptive_features
	FALSE

	optimizer_index_cost_adj
	20

	parallel_min_servers
	0

	pre_page_sga
	FALSE


 The following parameters need to be deleted from the parameter file. This is mentioned explicitly in SAP Note 1888485.
Parameters to be deleted
	Parameter
	Current Value

	star_transformation_enabled
	true


 The following parameters are set although there is no SAP recommendation given for them. Therefore, they should be deleted if there is no special reason to keep them set explicitly.
Parameters likely to be deleted after checking
	Parameter
	Current Value

	db_recovery_file_dest
	/oracle/CEP/oraflash

	db_recovery_file_dest_size
	31457280000

	pga_aggregate_limit
	2147483648


 The following parameters need to be checked manually. The prerequisites for if and how they need to be set cannot be checked automatically, or the parameters are not recommended in the Note but set in the system. They are listed here for documentation purposes and further manual checking. The "Set" column shows if the parameter is currently set in the parameter file.
Parameters to be checked manually
	Parameter
	Current Value
	Set

	_advanced_index_compression_options
	Null
	No

	_enable_numa_support
	Null
	No

	_px_numa_support_enabled
	Null
	No

	audit_sys_operations
	TRUE
	No

	control_files
	/oracle/CEP/sapdata1/cntrl/cntrlCEP.dbf, ...
	Yes

	control_management_pack_access
	DIAGNOSTIC+TUNING
	No

	db_cache_size
	20937965568
	Yes

	enable_pluggable_database
	FALSE
	No

	heat_map
	OFF
	No

	inmemory_clause_default
	Null
	No

	inmemory_max_populate_servers
	0
	No

	inmemory_size
	0
	No

	local_listener
	Null
	No

	log_buffer
	59760640
	No

	os_roles
	FALSE
	No

	parallel_max_servers
	160
	No

	pga_aggregate_target
	15461882265
	Yes

	processes
	300
	Yes

	remote_login_passwordfile
	EXCLUSIVE
	Yes

	sessions
	544
	Yes

	shared_pool_size
	11609833472
	Yes

	sql92_security
	FALSE
	No

	undo_retention
	900
	No


 AUTONUMLGL  \e System Performance
 AUTONUMLGL  \e DB Time History
 AUTONUMLGL  \e Instance: Total
 The graph below shows the components of the database time history.
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 AUTONUMLGL  \e Database Load analysis ST04 Data
 AUTONUMLGL  \e ST04 Daily Data Total
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 Number of logical reads per day.
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 Daily average of reads per user call.
 AUTONUMLGL  \e Database Administration
	[image: image163.png]



	In the checks performed, problems regarding the administration of your database were found.


	Rating
	Check
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	Space Statistics
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	Backup Frequency
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	Archive Frequency
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	Freespace in Tablespaces
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 AUTONUMLGL  \e Mini Checks
 This section contains a list of checks executed on the system that do not return the expected value. Due to a number of factors, we cannot rate this check automatically.

 Recommendation: For more information about each mini-check, their expected values, potential reasons why the system value is different, and solutions, see SAP Note 1615380.

	Name
	Value

	Files with AUTOEXTEND increment > 100 M
	17

	Fixed objects statistics creation
	2011-11-30 16:13:02

	Log switches within less than 1 minute
	48

	Segments not pre-calculated for DBA_SEGMENTS
	4992

	Snapshot Retention (days)
	7

	Temporary tablespace smaller than largest index
	Yes (PSAPTEMP: 10000 MB; largest index: 16683 MB)


 AUTONUMLGL  \e Space Statistics
 AUTONUMLGL  \e Database Growth
The following figure shows the development of the size of your database in GB.
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 An overview of the freespace development of your database in GB is shown here.
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The following table shows you the current size and the monthly growth of your database in GB.
	Date
	Current Size in GB
	Monthly Growth in GB

	01.05.2017
	638,67
	5,88

	01.06.2017
	644,31
	5,64

	01.07.2017
	651,64
	7,33

	01.08.2017
	658,91
	7,27

	01.09.2017
	666,54
	7,63

	01.10.2017
	673,73
	7,19

	01.11.2017
	681,56
	7,83

	01.12.2017
	762,04
	80,48

	01.01.2018
	770,23
	8,19

	01.02.2018
	778,57
	8,34

	01.03.2018
	786,02
	7,45


 AUTONUMLGL  \e Tablespace Freespace overview
 The following table shows the overview of free space for table space.
Tablespace Freespace overview
	Tablespace
	Max Free Space in KB
	Total Free Space in KB
	Number of Fragments
	Space critical objects
	Extent critical objects

	PSAPSR3
	3968.00
	78943.39
	9266
	0
	0

	PSAPSR3700
	3968.00
	79376.85
	38
	0
	0

	PSAPSR3750
	3968.00
	64807.38
	29
	0
	0

	PSAPSR3USR
	9960.00
	29974.94
	5
	0
	0

	PSAPUNDO
	3968.00
	9686.44
	34
	0
	0

	SYSAUX
	9600.00
	18211.27
	365
	0
	0

	SYSTEM
	9500.00
	18785.44
	3
	0
	0

	PSAPTEMP
	0.00
	0.00
	0
	0
	0


 AUTONUMLGL  \e Top 10 Tables
 The following table shows you the top 10 tables based on total size.
	Table_name
	Total size in GB
	Table size in GB
	Index size in GB
	Lob size in GB
	Percent of total Size
	Cumulated percentage

	SOFFCONT1
	167.20
	2.94
	0.72
	163.54
	21.01
	21.01

	EDIDS
	59.05
	23.21
	35.84
	0.00
	7.42
	28.43

	EDI40
	52.44
	49.44
	3.00
	0.00
	6.59
	35.01

	REPOLOAD
	25.35
	0.68
	0.03
	24.64
	3.18
	38.20

	IDOCREL
	23.63
	4.48
	19.15
	0.00
	2.97
	41.17

	EDIDC
	21.91
	7.93
	13.98
	0.00
	2.75
	43.92

	SRRELROLES
	21.91
	3.94
	17.97
	0.00
	2.75
	46.67

	FAGLFLEXA
	18.70
	6.79
	11.91
	0.00
	2.35
	49.02

	ZALFA_LOG
	16.91
	11.49
	5.42
	0.00
	2.12
	51.15

	NAST
	14.08
	6.19
	7.90
	0.00
	1.77
	52.92


 N.B. If a graph line drops to zero, there is no data available for that date.
 AUTONUMLGL  \e Top 10 Segments
 The following table shows you the top 10 segments based on size.
Top 10 Segments based on size
	Segment name
	Segment type
	Tablespace
	Size inGB
	Extents
	Table
	Column

	SYS_LOB0000156572C00007$$
	LOBSEGMENT
	PSAPSR3
	163.26
	2822
	SOFFCONT1
	CLUSTD

	EDI40
	TABLE
	PSAPSR3
	49.44
	1007
	
	

	EDIDS
	TABLE
	PSAPSR3
	23.21
	576
	
	

	EDIDS~0
	INDEX
	PSAPSR3
	16.29
	463
	
	

	SYS_LOB0000439584C00014$$
	LOBSEGMENT
	PSAPSR3750
	13.08
	382
	REPOLOAD
	QDATA

	SYS_LOB0000439584C00013$$
	LOBSEGMENT
	PSAPSR3750
	11.56
	356
	REPOLOAD
	LDATA

	ZALFA_LOG
	TABLE
	PSAPSR3
	11.49
	391
	
	

	EDIDS~1
	INDEX
	PSAPSR3
	10.57
	364
	
	

	MSEG
	TABLE
	PSAPSR3
	9.61
	348
	
	

	RFBLG
	TABLE
	PSAPSR3
	9.57
	355
	
	


 The following table shows you the top 10 segments based on extents.
Top 10 Segments based on extents
	Segment name
	Segment type
	Tablespace
	Size inGB
	Extents
	Table
	Column

	SYS_LOB0000156572C00007$$
	LOBSEGMENT
	PSAPSR3
	163.26
	2822
	SOFFCONT1
	CLUSTD

	EDI40
	TABLE
	PSAPSR3
	49.44
	1007
	
	

	EDIDS
	TABLE
	PSAPSR3
	23.21
	576
	
	

	EDIDS~0
	INDEX
	PSAPSR3
	16.29
	463
	
	

	ZALFA_LOG
	TABLE
	PSAPSR3
	11.49
	391
	
	

	SYS_LOB0000439584C00014$$
	LOBSEGMENT
	PSAPSR3750
	13.08
	382
	REPOLOAD
	QDATA

	EDIDS~1
	INDEX
	PSAPSR3
	10.57
	364
	
	

	SYS_LOB0000439584C00013$$
	LOBSEGMENT
	PSAPSR3750
	11.56
	356
	REPOLOAD
	LDATA

	RFBLG
	TABLE
	PSAPSR3
	9.57
	355
	
	

	MSEG
	TABLE
	PSAPSR3
	9.61
	348
	
	


 The following table shows you the top 10 segments based on monthly growth rate.
Top 10 Segments based on monthly growth rate
	Segment name
	Segment type
	Tablespace
	Size inGB
	Extents
	Table
	Column

	ZALFA_LOG
	TABLE
	PSAPSR3
	11.30
	388
	
	

	EDI40
	TABLE
	PSAPSR3
	49.37
	1006
	
	

	ZALFA_LOG~0
	INDEX
	PSAPSR3
	5.36
	283
	
	

	SOC3
	TABLE
	PSAPSR3
	5.98
	298
	
	

	EDIDS
	TABLE
	PSAPSR3
	23.21
	576
	
	

	SYS_LOB0000033160C00005$$
	LOBSEGMENT
	PSAPSR3
	3.03
	235
	FPLAYOUTT
	LAYOUT

	EDIDS~0
	INDEX
	PSAPSR3
	16.29
	463
	
	

	REPOSRC
	TABLE
	PSAPSR3750
	4.42
	71
	
	

	SMIMCONT1
	TABLE
	PSAPSR3
	2.13
	202
	
	

	GVD_LATCHCHILDS~0
	INDEX
	PSAPSR3
	2.19
	218
	
	


 AUTONUMLGL  \e Space Critical Objects
 No space-critical objects.
 AUTONUMLGL  \e Backup Frequency
When we checked the backup log files, we detected that your backup strategy does not follow the SAP backup recommendations.

In the time period from 09.03.2018 to 05.04.2018, we noticed the following problems:

- There was no successful backup on Wednesday 28.03.2018
- There was no successful backup on Tuesday 27.03.2018
- There was no successful backup on Monday 26.03.2018
There are 3 working days without successful backup this week.

 SAP backup recommendations: Back up the entire database after each workday. If the available backup window is too short to back up the entire database, back up part of the database on a daily basis. The more you back up your database, the shorter the duration of a potential recovery. In addition, we recommend a backup cycle of at least four weeks and a verification of a backup at least once in the backup cycle.

 AUTONUMLGL  \e Check brconnect -f check schedule
When we checked the brconnect -f check schedule, we detected that it is not scheduled as recommended

For an analysis of 4 weeks before the 05.04.2018, we noticed the following problems:

There was an issue with the brconnect -f check run between the 01.04.2018 and 04.04.2018.
We recommend to perform it daily (at least on working days).

 BRCONNECT with the -f check option offers you an easy way to check for database problems specific to the SAP environment.
 Recommendation: Schedule BRCONNECT -f check to run daily during periods of low system activity, either by using the DBA Planning Calendar (transaction DB13) or by entering command BRCONNECT -f check at the command prompt. After each run, check the log information written by the BRCONNECT -f check. For more information about BRCONNECT, see SAP Note 403704.

 AUTONUMLGL  \e Data Volume Management (DVM)
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	 The database size and database growth of your system CEP indicate that no immediate action is required in the area of Data Volume Management.


 This report does not have a Data Volume Management (DVM) section focusing on Deletion and Data Archiving because it was generated in an internal SAP system. To generate the DVM section, data about activation of the DVM section, technical prerequisites, and DVM-related data within an ST14 dataset is required. Since this data was not collected by SAP and this report is generated in an internal SAP system, the required data is missing and the DVM section cannot be generated here.
Note:
Since the required data is not collected by SAP, no information is available on whether you activated the DVM section focusing on data archiving and deletion in this report in your SAP Solution Manager system successfully or not. If you activated the DVM section successfully in your SAP Solution Manager system and you would like to have this section, please generate this report in your SAP Solution Manager system.
You might also consider implementing SAP Notes 2454036 (in the managed system you want to analyze) and 2358477/2384763 (for ST 7.2/ST 7.1, respectively, in your SAP Solution Manager system). With these SAP Notes, the data needed for the DVM section focusing on deletion and data archiving is copied from the ST14 dataset(s) to the SDCCN download, which is transferred to SAP (if you activated this functionality). This data would allow you to generate the DVM section focusing on deletion and data archiving.
As a workaround, the database size and growth per year for your system CEP were checked. Here, we found a database size of 794.67 GB and a database growth of 20.39% per year. These figures indicate that, from a Deletion and Data Archiving perspective, no immediate activities are required for your system CEP.
 AUTONUMLGL  \e Database server load from expensive SQL statements - CEP
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	 The SQL statements that we have identified cause a significant load on the database server. This results in performance problems, not only for the transactions that execute these statements but also for other users.


Load From Expensive Statements
	Impact
	CPU Load [%]
	I/O Load [%]
	Elapsed Time [%]

	HIGH
	32,61
	0,85
	72,00


 The table above shows the cumulative load of the top statements from cache based on elapsed database time. If the database was active for less than one day before the analysis was performed, the information provided may not be entirely accurate.

 Note: The overall section rating is linked to the above table rating; the ratings are described in SAP Note 551646.

If the table impact is HIGH, there are SQL statements that cause a significant percentage of the overall load on your SAP system.
If the table impact is MEDIUM, there are SQL statements that cause a significant percentage of the overall load on your SAP system.
If the table impact is LOW, your system SQL statement cache contains no significant problems.
If the table impact is N/A, the cache utilization, system load (dialog steps or total reads) was too low, or some analysis data was unavailable.

The following table lists the load of each SQL statement individually. The load of the statement is evaluated against the total load since database startup. If an object name in this table contains the character "/", it may indicate a join. If such an object is not in the ABAP Dictionary (transaction SE12) with the object name listed, check for each part of the join (items separated by "/").

 AUTONUMLGL  \e Cache Analysis On 05.04.2018
Expensive Statements Overview
	Object Name
	CPU Load [%]
	I/O Load [%]
	Elapsed Time [%]
	Total Executions
	Records Processed

	EDIDC
	1,50
	0,08
	54,00
	142.495
	34.050.932

	VBFA
	11,70
	0,12
	7,00
	34.661
	37

	VBFA
	11,50
	0,00
	6,00
	34.622
	31.446

	RFBLG
	0,80
	0,62
	3,00
	47.337.881
	35.914.483

	MKPF
	7,11
	0,03
	2,00
	9.388
	9.177


 AUTONUMLGL  \e Access on EDIDC
Load Statistics Total
	Analysis Date
	Total Executions
	Total Physical Reads
	Elapsed Time (ms)
	Total Buffer Gets
	Records Processed

	05.04.2018
	142.495
	1.507.684
	613.214.812
	435.593.242
	34.050.932


SELECT
*
FROM
"EDIDC"
WHERE
"MANDT"=:A0 AND "CREDAT"=:A1 AND "UPDDAT">=:A2 AND "MESTYP"=:A3 AND "MESCOD"=:A4 AND "MESFCT"=:A5 AND "CRETIM"<=:A6 AND"SNDPRT"=:A7 AND "SNDPRN"=:A8 AND "RCVPRT"=:A9 AND "RCVPRN"=:A10 AND NOT ("STATUS" IN (:A11,:A12,:A13,:A14,:A15))

Execution Plan From: V$SQL_PLAN sql_id: gm10h1a9jk9jh

SELECT STATEMENT Estimated Costs= 46.444 Estimated Rows= 0
Optimizer: ALL_ROWS

  2 TABLE ACCESS BY INDEX ROWID BATCHED EDIDC
     Estimated Costs= 46.444 Estimated Rows= 1
     Filter predicates:
     ("CREDAT"=:A1 AND "UPDDAT">=:A2 AND "CRETIM"<=:A6 AND "SNDPRN"=:A8 AND "RCV
     PRN"=:A10 AND "MESCOD"=:A4 AND "RCVPRT"=:A9 AND "MESFCT"=:A5 AND "SNDPRT"=:
     A7)
     Estim. Bytes: 226
     Estim. CPU-Costs = 7.432.691.421 Estim. IO-Costs = 44.515

    1 INDEX SKIP SCAN EDIDC~4
       Estimated Costs= 8.077 Estimated Rows= 478.275
       Filter predicates:
       ("MESTYP"=:A3 AND "STATUS"<>:A11 AND "STATUS"<>:A12 AND "STATUS"<>:A13 AND
       "STATUS"<>:A14 AND "STATUS"<>:A15)
       Access predicates: "MANDT"=:A0 AND "MESTYP"=:A3
       Search Columns: 2
       Estim. CPU-Costs = 6.588.066.846 Estim. IO-Costs = 6.367
	Program Name
	Line
	Created By
	Last Changed By
	Last Changed On

	LBDADF01
	266
	SAP
	SAP
	17.11.2017


000254 *                    and status <> c_status_out_sent.
000255       T_IDOC_NUMBER = WA_IDOC_LIST-DOCNUM.
000256       APPEND T_IDOC_NUMBER.
000257     ENDLOOP.
000258     IF SY-SUBRC = 0.
000259       SELECT * FROM EDIDC INTO TABLE T_IDOC_CONTROL
000260       FOR ALL ENTRIES IN T_IDOC_NUMBER
000261       WHERE DOCNUM = T_IDOC_NUMBER-DOCNUM.
000262     ENDIF.
000263   ELSE.
000264 * select all Idocs without Audit status (39, 40, 41) or reloaded from
000265 * archive (35) or archived (38)
000266     SELECT * FROM EDIDC INTO TABLE T_IDOC_CONTROL
000267         WHERE CREDAT = HEADER-STATE_DATE
000268         AND UPDDAT >= HEADER-STATE_DATE
000269         AND MESTYP = HEADER-MESS_TYPE
000270         AND MESCOD = HEADER-MESS_CODE
000271         AND MESFCT = HEADER-MESS_FUNCT
000272         AND CRETIM <= LATEST_IDOC      "#ed_portable
000273         AND SNDPRT = C_PRT_LOGICAL_SYSTEM
000274         AND SNDPRN = HEADER-SND_SYSTEM
000275         AND RCVPRT = C_PRT_LOGICAL_SYSTEM
000276         AND RCVPRN = HEADER-RCV_SYSTEM
000277         AND NOT STATUS IN R_STATUS.
000278
000279     LOOP AT T_IDOC_CONTROL
000280           WHERE STATUS = C_STATUS_OUT_ORIG_OF_EDITED
000281           OR STATUS = C_STATUS_OUT_IDOC_PROCESSED
000282           OR STATUS = C_STATUS_OUT_ARCHIVED.
000283       READ TABLE T_QUEUE WITH KEY DOCNUM = T_IDOC_CONTROL-DOCNUM
000284       TRANSPORTING NO FIELDS.
000285       IF SY-SUBRC <> 0 AND
000286       WA_IDOC_LIST-CRETIM <= HEADER-LAST_IDOC AND HEADER-LAST_IDOC <> 0.
000287 *     IDOC already counted
000288         DELETE T_IDOC_CONTROL.
000289       ENDIF.
 AUTONUMLGL  \e Access on VBFA
Load Statistics Total
	Analysis Date
	Total Executions
	Total Physical Reads
	Elapsed Time (ms)
	Total Buffer Gets
	Records Processed

	05.04.2018
	34.661
	2.224.736
	73.582.716
	3.389.321.241
	37


SELECT
/*+FIRST_ROWS(1)*/ "VBELV"
FROM
"VBFA"
WHERE
"MANDT"=:A0AND "VBELN"=:A1 AND "POSNN"=:A2 AND "VBTYP_V"='M' FETCH FIRST 1ROW ONLY

Execution Plan From: V$SQL_PLAN sql_id: 3tyddv4wpc041

SELECT STATEMENT Estimated Costs= 415 Estimated Rows= 0
Optimizer: HINT: FIRST_ROWS

  4 VIEW
     Estimated Costs= 415 Estimated Rows= 1
     Filter predicates: "from$_subquery$_002"."rowlimit_$$_rownumber"<=1
     Estim. Bytes: 30
     Estim. CPU-Costs = 1.572.101.081 Estim. IO-Costs = 7

    3 WINDOW NOSORT STOPKEY
       Estimated Costs= 415 Estimated Rows= 1
       Filter predicates: ROW_NUMBER() OVER ( ORDER BY  NULL )<=1
       Estim. Bytes: 34
       Estim. CPU-Costs = 1.572.101.081 Estim. IO-Costs = 7

      2 TABLE ACCESS BY INDEX ROWID VBFA
         Estimated Costs= 415 Estimated Rows= 1
         Filter predicates: "VBTYP_V"='M'
         Estim. Bytes: 34
         Estim. CPU-Costs = 1.572.101.081 Estim. IO-Costs = 7

        1 INDEX SKIP SCAN VBFA~0
           Estimated Costs= 413 Estimated Rows= 2
           Filter predicates: ("VBELN"=:A1 AND "POSNN"=:A2)
           Access predicates: "MANDT"=:A0 AND "VBELN"=:A1 AND "POSNN"=:A2
           Search Columns: 3
           Estim. CPU-Costs = 1.572.086.059 Estim. IO-Costs = 5
	Program Name
	Line
	Created By
	Last Changed By
	Last Changed On

	ZMSFAKTURA
	38977
	MSEDLAKO
	DOLEZALM
	22.02.2018


038965   CALL FUNCTION 'CONVERSION_EXIT_ALPHA_INPUT'
038966     EXPORTING
038967       input  = lv_vgbel
038968     IMPORTING
038969       output = lv_vgbel.
038970
038971   CALL FUNCTION 'CONVERSION_EXIT_ALPHA_INPUT'
038972     EXPORTING
038973       input  = lv_vgpos
038974     IMPORTING
038975       output = lv_vgpos.
038976
038977   SELECT SINGLE vbelv
038978     FROM vbfa
038979     INTO lv_refinv
038980    WHERE vbeln = lv_vgbel
038981     AND posnn = lv_vgpos
038982     AND vbtyp_v = 'M'.
038983
038984   IF sy-subrc NE 0.
038985     SELECT SINGLE vbelv posnv
038986       FROM vbfa
038987       INTO (lv_reford, lv_reforp)
038988       WHERE vbeln = lv_vgbel
038989       AND posnn = lv_vgpos
038990       AND vbtyp_v = 'C'.
038991
038992     SELECT SINGLE vbeln
038993       FROM vbfa
038994       INTO lv_refinv
 AUTONUMLGL  \e Access on VBFA
Load Statistics Total
	Analysis Date
	Total Executions
	Total Physical Reads
	Elapsed Time (ms)
	Total Buffer Gets
	Records Processed

	05.04.2018
	34.622
	21.761
	66.847.509
	3.331.564.808
	31.446


SELECT
/*+FIRST_ROWS(1)*/ "VBELV","POSNV"
FROM
"VBFA"
WHERE
"MANDT"=:A0 AND "VBELN"=:A1 AND "POSNN"=:A2 AND "VBTYP_V"='C' FETCHFIRST 1 ROW ONLY

Execution Plan From: V$SQL_PLAN sql_id: 2bnxg59xnnq3x

SELECT STATEMENT Estimated Costs= 415 Estimated Rows= 0
Optimizer: HINT: FIRST_ROWS

  4 VIEW
     Estimated Costs= 415 Estimated Rows= 1
     Filter predicates: "from$_subquery$_002"."rowlimit_$$_rownumber"<=1
     Estim. Bytes: 41
     Estim. CPU-Costs = 1.572.101.081 Estim. IO-Costs = 7

    3 WINDOW NOSORT STOPKEY
       Estimated Costs= 415 Estimated Rows= 1
       Filter predicates: ROW_NUMBER() OVER ( ORDER BY  NULL )<=1
       Estim. Bytes: 41
       Estim. CPU-Costs = 1.572.101.081 Estim. IO-Costs = 7

      2 TABLE ACCESS BY INDEX ROWID VBFA
         Estimated Costs= 415 Estimated Rows= 1
         Filter predicates: "VBTYP_V"='C'
         Estim. Bytes: 41
         Estim. CPU-Costs = 1.572.101.081 Estim. IO-Costs = 7

        1 INDEX SKIP SCAN VBFA~0
           Estimated Costs= 413 Estimated Rows= 2
           Filter predicates: ("VBELN"=:A1 AND "POSNN"=:A2)
           Access predicates: "MANDT"=:A0 AND "VBELN"=:A1 AND "POSNN"=:A2
           Search Columns: 3
           Estim. CPU-Costs = 1.572.086.059 Estim. IO-Costs = 5
	Program Name
	Line
	Created By
	Last Changed By
	Last Changed On

	ZMSFAKTURA
	38985
	MSEDLAKO
	DOLEZALM
	22.02.2018


038973       input  = lv_vgpos
038974     IMPORTING
038975       output = lv_vgpos.
038976
038977   SELECT SINGLE vbelv
038978     FROM vbfa
038979     INTO lv_refinv
038980    WHERE vbeln = lv_vgbel
038981     AND posnn = lv_vgpos
038982     AND vbtyp_v = 'M'.
038983
038984   IF sy-subrc NE 0.
038985     SELECT SINGLE vbelv posnv
038986       FROM vbfa
038987       INTO (lv_reford, lv_reforp)
038988       WHERE vbeln = lv_vgbel
038989       AND posnn = lv_vgpos
038990       AND vbtyp_v = 'C'.
038991
038992     SELECT SINGLE vbeln
038993       FROM vbfa
038994       INTO lv_refinv
038995       WHERE vbelv = lv_reford
038996         AND posnv = lv_reforp
038997         AND vbtyp_n = 'M'.
038998   ENDIF.
038999
039000   READ TABLE out_tab WITH KEY 'REFINV'.
039001   IF sy-subrc EQ 0.
039002     out_tab-value = lv_refinv.
 AUTONUMLGL  \e Access on RFBLG
Load Statistics Total
	Analysis Date
	Total Executions
	Total Physical Reads
	Elapsed Time (ms)
	Total Buffer Gets
	Records Processed

	05.04.2018
	47.337.881
	11.883.889
	29.277.314
	230.344.514
	35.914.483


SELECT
"MANDT","BUKRS","BELNR","GJAHR","PAGENO","TIMESTMP","PAGELG","VARDATA"
FROM
"RFBLG"
WHERE
"MANDT"=:A0 AND "BUKRS"=:A1 AND "BELNR"=:A2 AND "GJAHR"=:A3
ORDER BY
"MANDT","BUKRS","BELNR","GJAHR","PAGENO"

Execution Plan From: V$SQL_PLAN sql_id: g3sz35du72wv4

SELECT STATEMENT Estimated Costs= 5 Estimated Rows= 0
Optimizer: ALL_ROWS

  2 TABLE ACCESS BY INDEX ROWID RFBLG
     Estimated Costs= 5 Estimated Rows= 1
     Estim. Bytes: 1.008
     Estim. CPU-Costs = 36.097 Estim. IO-Costs = 5

    1 INDEX RANGE SCAN RFBLG~0
       Estimated Costs= 4 Estimated Rows= 1
       Access predicates:
       "MANDT"=:A0 AND "BUKRS"=:A1 AND "BELNR"=:A2 AND "GJAHR"=:A3
       Search Columns: 4
       Estim. CPU-Costs = 28.686 Estim. IO-Costs = 4
	Program Name
	Line
	Created By
	Last Changed By
	Last Changed On

	LZMIS_MACROSU08
	1204
	INEKON
	INEKON
	22.06.2015


001192             ls_pohledavky-castkam = ls_pohledavky2-castkam.
001193
001194           ENDIF.
001195
001196         ENDIF.
001197       ENDIF.
001198
001199 *     datum splatnosti
001200       ls_pohledavky-zfbdt = ls_pohledavky-zfbdt + lv_zbd1t.
001201
001202 *     natahneme priznak faktoringu z faktury
001203       IF lv_vbeln <> space.
001204         SELECT SINGLE zzfaktoring FROM vbrk INTO ls_pohledavky-factoring WHERE vbeln = lv_vbeln.
001205       ENDIF.
001206
001207 *     natahneme index inflace z bseg
001208       SELECT SINGLE bs~idxsp FROM bseg AS bs INTO ls_pohledavky-idxsp
001209       WHERE bs~bukrs = c_bukrs AND bs~gjahr = ls_pohledavky-year AND
001210               bs~belnr = ls_pohledavky-belnr AND bs~buzei = ls_pohledavky-buzei.
001211
001212 *     nekdy se muze stat, ze nektera z faktur byla zrusena stornem a prislusna platba byla presmerovana na jinou fakturu,
001213 *     v takovem pripade nejsou vyplnena pole s referenci na fakturu, je tedy nutne dohledat podle pole zuonr, zda mezi
001214 *     vyrovnanymi polozkami existuje faktura se stejnym zuonr a zaroven je stornovana, tj. plati BKPF-STBLG = zuonr
001215 *     pozn. neprovadime hledani pro faktury a dobropisy -> drobna optimalizace...
001216       IF ls_pohledavky-bschl <> '01' AND ls_pohledavky-bschl <> '11' AND ls_pohledavky-zuonr <> space.
 AUTONUMLGL  \e Access on MKPF
Load Statistics Total
	Analysis Date
	Total Executions
	Total Physical Reads
	Elapsed Time (ms)
	Total Buffer Gets
	Records Processed

	05.04.2018
	9.388
	631.611
	19.480.818
	2.059.049.598
	9.177


SELECT
/*+FIRST_ROWS(1)*/ "MBLNR","MJAHR","CPUDT","CPUTM"
FROM
"MKPF"
WHERE
"MANDT"=:A0 AND "XBLNR"=:A1
ORDER BY
"MKPF"."CPUDT"DESC,"MKPF"."CPUTM" DESC FETCH FIRST 1 ROW ONLY

Execution Plan From: V$SQL_PLAN sql_id: bgksztjfkg5cf

SELECT STATEMENT Estimated Costs= 35.956 Estimated Rows= 0
Optimizer: HINT: FIRST_ROWS

  3 VIEW
     Estimated Costs= 35.956 Estimated Rows= 1
     Filter predicates: "from$_subquery$_002"."rowlimit_$$_rownumber"<=1
     Estim. Bytes: 88
     Estim. CPU-Costs = 6.236.290.974 Estim. IO-Costs = 34.337

    2 WINDOW SORT PUSHED RANK
       Estimated Costs= 35.956 Estimated Rows= 1.385
       Filter predicates:
       ROW_NUMBER() OVER ( ORDER BY INTERNAL_FUNCTION("MKPF"."CPUDT") DESC ,INTERN
       AL_FUNCTION("MKPF"."CPUTM") DESC )<=1
       Estim. Bytes: 54.015
       Estim. CPU-Costs = 6.236.290.974 Estim. IO-Costs = 34.337
       Last WorkArea Mem kB: 2.048

      1 TABLE ACCESS FULL MKPF
         Estimated Costs= 35.955 Estimated Rows= 1.385
         Filter predicates: ("XBLNR"=:A1 AND "MANDT"=:A0)
         Estim. Bytes: 54.015
         Estim. CPU-Costs = 6.231.787.352 Estim. IO-Costs = 34.337
	Program Name
	Line
	Created By
	Last Changed By
	Last Changed On

	LZTAMASU02
	2104
	SHOZNAUE
	DOLEZALM
	18.11.2017


002092                               msgnr = err_msg-msgnr.
002093                               PERFORM applog-save_single_message_id USING err_msg-msgtyp err_msg-msgid msgnr
002094                                   err_msg-msgv1 err_msg-msgv2 err_msg-msgv3 err_msg-msgv4 '1' '2' space .
002095                             ENDLOOP.
002096
002097                             IF subrc = 0.
002098 *kontrola blokování dodávky
002099                               PERFORM wait_for_dequeue USING e_delivery .
002100 *
002101                               CLEAR: p_mblnr,p_mjahr .
002102 *                              SELECT SINGLE mblnr mjahr INTO (p_mblnr, p_mjahr) FROM mkpf
002103 *                                WHERE xblnr = e_delivery .
002104                               SELECT mblnr mjahr cpudt cputm INTO (p_mblnr, p_mjahr, cpudt, cputm) FROM mkpf UP TO 1 ROWS
002105                                 WHERE xblnr = e_delivery
002106                                 ORDER BY cpudt DESCENDING cputm DESCENDING.
002107                               ENDSELECT.
002108                               IF sy-subrc = 0 .
002109 *protokol-proběhlo zaúčtování výdeje materiálu
002110                                 PERFORM applog-save_single_message USING 'S' '025'
002111                                 p_mblnr space space space '1' '3' space .
002112 *
002113                                 zmkpf-mblnr = p_mblnr .
002114                                 zmkpf-mjahr = p_mjahr .
002115                                 zmkpf-zidsys = 'T'.
002116                                 zmkpf-ziddokl = e_delivery .
002117                                 zmkpf-zzdoprava = p_doprava .       "PCH-20120405
002118                                 INSERT zmkpf .
 AUTONUMLGL  \e Trend Analysis
 This section contains the trend analysis for key performance indicators (KPIs). Diagrams are built weekly once the EarlyWatch Alert service is activated.
In this report, historical data for "Transaction Activity",  "System Performance", and "Database Performance" is taken directly from workload monitor ST03, because EarlyWatch Alert data has been accumulated for less than 20 sessions.

In this section, a "week" is from Monday to Sunday. The date displayed is the Sunday of the week.


 AUTONUMLGL  \e System Activity
 The following diagrams show the system activity over time.

The "Transaction Activity" diagram below depicts transaction activity in the system over time.
  - Total Activity: Transaction steps performed each week (in thousands)

  - Dialog Activity: Transaction steps performed in dialog task each week (in thousands)

  - Peak Activity: Transaction steps (in thousands) during the peak hour; this peak hour is calculated as the hour with the maximum dialog activity in the ST03 time profile divided by 5 working days per week.
(Peak Activity is absent if "Activity Data" is taken from ST03 data directly).

 Historical data for "Transaction Activity" is obtained from the Workload Monitor (ST03).
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 The "User Activity" diagram below shows the user activity on the system over time.
  - Total Users: Total users that logged on in one week.

  - Active Users: Users who performed more than 400 transaction steps in one week.
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 AUTONUMLGL  \e Response Times
 The following diagrams show how the response time varies over time.

The "System Performance" diagram below shows the average response time in dialog tasks for the previous week.
 Historical data for "System Performance" is obtained from the Workload Monitor (ST03).
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 The "Database Performance" diagram below shows the average DB response time in dialog tasks.
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 The "Top 5 transactions" diagram below shows the average response time in dialog tasks for the top 5 transactions.
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 The "Transaction Code" table below shows the load percentage caused by the top 5 transactions.
	Transaction Code
	Load (%)

	VF01
	16,8

	BD87
	16,6

	QE51N
	8,2

	/FIS/MONOCRN
	5,1

	/FIS/MONIDETA
	4,5


 AUTONUMLGL  \e System Operation
 The following diagram or table shows important KPIs for system operation.
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 AUTONUMLGL  \e Hardware Capacity
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Report time frame: Service data was collected starting at 05.04.2018 21:06:58. This took 11 minutes.
 You can see sample SAP EarlyWatch Alert reports on SAP Support Portal at SAP EarlyWatch Alert -> Sample Reports.
For general information about SAP EarlyWatch Alert, see SAP Note 1257308.

About System And Solution Manager
	System No. Of Target System
	311175502


EarlyWatch Alert Reportt,<customername>,<date of sesion>
2
This report contains confidential customer data and may be viewed only by SAP AGS employees, authorized SAP partners, and customer employees. Do not distribute it to other parties.
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